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We develop in this paper a model for the numerical simulation of free surface debris- and
mudflows, described as a mixture of two viscous phases. A Lagrangian approach with finite
element approximation and regular remeshing is adopted in this paper. The proposed
model solves the equations of motion in both phases, coupled with conservation of volume
of the mixture, implicitly; volume fractions are computed explicitly at the end of each
iteration. A one-step trapezoidal scheme is used for time integration. The resulting model
combines simplicity, robustness and versatility and provides a novel and unified
algorithmic framework for a large spectrum of applications. It is also easily extensible to
three spatial dimensions, more complex constitutive models and coupling with geome-
chanical models. Application to sedimentation and to impact on an obstacle shows the
effectiveness of the approach.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

In this paper we are interested in modeling the flow of a mass of mud as it propagates down along a slope. This problem
requires adequate capturing of the free surface in order to satisfy mass conservation, and the ability to follow the flow mass
over an extended path. Finite elements in space and finite differences in time appears to be the natural choice for a formu-
lation which should ultimately be coupled with geomechanical capabilities. A Lagrangian formulation with rezoning of
nodes, remeshing and remapping of nodal variables permits dealing with this type of problems. In the present paper, we
extend the single-phase method to develop a method capable of representing a general two-phase material. The underlying
single-phase model is documented in [22]. Parts of this work have been presented in [20,21].

Current state of the art in mud- or debris-flow modeling is almost exclusively based on depth-averaged models. The gov-
erning equations are integrated over depth and the depth of the flow, velocity and stress at the base are computed for each
grid point. Some authors assume a hydrostatic pressure distribution [19], others assume a velocity profile and compute the
pressure as a function of depth and the averaged velocity [23].

Single-phase models have been used extensively in the past for the modeling of mudflows. Newtonian models that are
used in hydraulics can be extended to account for the transport of solid material up to a certain volume fraction. These mod-
els can be refined by allowing the viscosity of the fluid to vary as a function of the solid volume fraction or the velocity gra-
dient. Such constitutive models are referred to as non-Newtonian fluid models. Bingham fluids have a yield shear stress
below which no flow occurs. They can be used for instance for simulating the stopping of a flow as the slope flattens out.
A lot of work in this field was done by Chen, see for instance [3,2]. Depth-averaged mudflow models frequently use a
. All rights reserved.
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combination of Newtonian or non-Newtonian fluids together with a Mohr-Coulomb friction law at the base of the flow
[23,19]. In current engineering practice the flood-routing software FLO-2D,1 which implements a depth-averaged formula-
tion and offers a variety of constitutive models, is commonly used to predict flow-paths and establish hazard maps.

Single-phase models are, however, limited when it comes to predicting complex behavior of mudflows without the pos-
sibility to calibrate the model. As Hutter points out in [14] this is mainly due to neglecting the effect of the interstitial fluid.
The effect of pore pressure on the fluidization of a solid–fluid mixture is often indispensable for accurately describing the
mechanics of mudflows.

Two-phase models have been around in the literature for a long time describing processes in nuclear engineering, where
the behavior of air–water mixtures is analyzed. The efforts of the petroleum industry have also led to considerable progress
in the field of modeling of multi-phase fluids. The books by Soo [25] and Kolev [17] are two references worth citing. In the
field of mud or debris flows Takahashi [27] was one of the first researchers to recognize the importance of taking into ac-
count the interaction between two phases and integrating it in a mathematical model. Svendsen et al. [26] laid out a thor-
ough foundation for a general mixture of multiple phases by deriving all the balance equations from thermodynamical
principles. Finally, Iverson and Denlinger [16,6] generalized the depth-averaged model by Savage et al. [23] for the flow
of a two-phase mixture over three-dimensional terrain.

In the process of depth averaging information on the distribution of stresses and velocities is lost. In order to compute
forces on protection structures a detailed vertical stress profile is required. Such detailed information can only be obtained
from full three-dimensional continuum models. Furthermore, a continuum approach is the only sound way to obtain a model
that can simulate all aspects of mudflows: initiation of the flow, propagation, entrainment of material on the flow path (ero-
sion), extent of spreading of the deposition zone, velocity of propagation and forces. Only a few models that offer the pos-
sibility for such capabilities to be integrated are available in the literature. We note the work of Shao et al. [24] and Laigle
et al. [18], who adopted a meshless method to simulate the impact of a mudflow on a structure. Both authors used a single-
phase, non-Newtonian model. A two-phase model using an Eulerian approach in conjunction with level sets to define the
free surface was developed by Frenette et al. [9].

In our approach, the two-phase material is a mixture of two continuous materials with separate velocity fields. Interac-
tion between the two phases is modeled by a relation of momentum exchange. We limit ourselves in this work to a very
simple constitutive model for both phases, in this case two Newtonian fluids. The algorithm is formulated to make it possible
to accommodate more complex constitutive models without any major changes.

The mass of each phase is transported by nodes, whose positions are updated continuously according to the velocity field
of the phase. At the beginning of each iteration all fields transported with the phases are mapped onto a new mesh that is
common to both phases. This step allows the solution of the governing equation on a unique set of nodes for both phases. At
the same time it also regularizes the mesh and avoids problems related to mesh distortion.

In Section 2 the main ideas and hypotheses of the model are laid out. Sections 3 and 4 give the governing equations and
the corresponding weak form. After giving some indications on the spatial discretization technique used (Section 5) the time
integration scheme is presented in detail in Section 6. Section 7 is devoted to the method for computing volume fractions.
Some indications on the implementation are given in Section 8. In Section 9 numerical applications illustrate the perfor-
mance of the method. Sedimentation of a heavier fluid in a mixture with a less dense fluid is compared with an analytical
solution, and the impact of a mudflow on an obstacle is simulated and forces acting on the obstacle are extracted. Finally,
conclusions are drawn in Section 10.
2. Two-phase mixture

The physical description of the two-phase fluid is inspired by the definitions given by Kolev [17] and Soo [25]. Both phases
are modeled as viscous fluids. The phases are defined as follows:

� The fluid phase is a homogeneous mixture of water and microscopic solid particles. These solid particles are surrounded
by water only.

� The pseudo solid phase, called solid phase in the sequel, consists of soil particles that are sufficiently large to start to sed-
iment during the time span considered in the analysis. The solid phase includes water contained in pores and a fine layer
surrounding the soil particles.

We assume both phases to be present in the entire domain. This means that no phase interfaces need to be tracked, the
two phases are smeared over the volume. Their corresponding presence is given by a volume fraction that takes values be-
tween 0 and 1. As a consequence, stresses are essentially independent in the two phases; interaction between phases does
not occur at an interface, but in a diffuse way through momentum exchange.

In order to remain most general in the description of the two-phase fluid, a mathematical structure is chosen that uses the
momentum balance equations of both the solid and the fluid phase. The mass balance equations of both phases are combined
into one equation that enforces conservation of the mass of the mixture. With the pressure being the same in both phases we
1 www.flo-2d.com.
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solve five coupled equations for five nodal unknowns: two solid and two fluid velocity components and one pressure. Vol-
ume fractions, as additional nodal unknowns, are treated explicitly.

In the flow of a two-phase mixture interaction between the phases becomes very important. The starting point for our
model is a single-phase incompressible viscous fluid. By choosing both phases to be viscous fluids we are able to match sin-
gle-phase behavior as a limit case. A momentum exchange term models interaction between the two phases. We provide an
algorithmic framework that tracks the evolution of the two phases by their volume fractions. This conceptually simple model
makes it possible to analyze the behavior of the mixture on simple test problems, and can accommodate more complex
material behavior without major changes in the formulation.

Both phases are present in the entire domain. The phases occupy the computational domain completely. A unique pres-
sure applies in both phases, which is justified by the absence of grain-to-grain contact making it possible to support a solid
pressure.
3. Governing equations

3.1. Volume fractions

The volume fraction of phase p is given by Cp, where p ¼ s identifies the solid and p ¼ f the fluid phase:
Cp ¼
Vp

V
ð1Þ
Here, V represents the control volume and Vp the volume within V that is occupied by phase p. The relation
Cs þ Cf ¼ 1 ð2Þ
follows from the assumption that the phases fill the domain completely. Considering a control volume that is fixed in space
another important observation can be made:
@Cs

@t
þ @Cf

@t
¼ 0 ð3Þ
The equations of mass and momentum conservation of the phases can be derived from volume averaging, as shown in
Appendix A, and finally written in terms of volume fractions.

3.2. Conservation of mass

We write the equations of conservation of mass for both phases in the Eulerian form:
@Csqs

@t
þr � ðCsqsusÞ ¼ 0 ð4Þ

@Cf qf

@t
þr � ðCf qf uf Þ ¼ 0 ð5Þ
qs and qf are the (intrinsic) phase densities and us and uf stand for the phase velocities. With Eq. (3) and making use of
incompressibility of both phases we obtain an equation of conservation of volume of the mixture:
r � ðCsusÞ þ r � ðCf uf Þ ¼ 0 ð6Þ
3.3. Conservation of momentum

Conservation of momentum is written for both phases:
Csqs
Dus

Dt
¼ r � hrsi þ Csqsf þmsf ð7Þ

Cf qf
Duf

Dt
¼ r � hrf i þ Cf qf f þmfs ð8Þ
where Du=Dt is the material derivative of the velocity. msf ¼ �mfs represents the momentum exchange term and f is an
acceleration (e.g. gravitational acceleration).

3.4. Constitutive relation

The constitutive relations of the two-phase fluid are derived from the constitutive relation of a single-phase viscous fluid.
In order to make sure that the limit case of two phases with exactly the same properties is identical with the situation of a
single-phase the following relation must hold:
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hri ¼ hrsi þ hrf i ð9Þ
This relation is satisfied for the following constitutive equations:
hrsi ¼ CsðsðusÞ þ pIÞ ð10Þ
hrf i ¼ Cf ðsðuf Þ þ pIÞ ð11Þ
I is an identity matrix. The deviatoric stress tensors are defined as
sðusÞ ¼ 2ls �ðusÞ �
1
3
ðr � usÞI

� �
ð12Þ

sðuf Þ ¼ 2lf �ðuf Þ �
1
3
ðr � uf ÞI

� �
ð13Þ
where ls and lf are the dynamic viscosities of the solid and the fluid phase. The symmetric parts of the velocity gradients are
given by �s ¼ 1

2 ðrus þ ðrusÞTÞ and �f ¼ 1
2 ðruf þ ðruf ÞTÞ.

Remark 1. We can easily verify that by adding Eqs. (12) and (13) and substituting l for ls and lf and u for us and uf we
obtain the constitutive relation of a single-phase fluid:
hri ¼ hrsi þ hrf i ¼ 2ðCs þ Cf Þl �ðuÞ � 1
3
ðr � uÞI

� �
þ pI ¼ 2l �ðuÞ � 1

3
ðr � uÞI

� �
þ pI ð14Þ
3.5. Momentum exchange

As shown in Appendix A a momentum exchange term arises naturally if we apply volume averaging to the momentum
conservation equation of one of the phases. This momentum exchange term is expressed in the form of a surface integral
over the interface between the two phases. Lets denote the momentum exchange term, transferring momentum from the
fluid phase to the solid phase, by msf :
msf ¼
1
V

Z
C
rs � ns dS ð15Þ
From the point of view of the fluid phase the momentum exchange term has to be equal but with opposite sign: mfs ¼ �msf .
mfs ¼ �msf ¼
1
V

Z
C
rf � nf dS ð16Þ
The reciprocity is satisfied if the following holds:
rs � ns ¼ �rf � nf on C ð17Þ
Continuity of the stress at the interface requires rs ¼ rf . The unit normal vector pointing outward of the fluid phase at the
solid–fluid interface is equal to the negative of the unit normal vector pointing outward of the solid phase: ns ¼ �nf . Rec-
iprocity between the two momentum exchange terms is therefore satisfied.

In our model we have no explicit modeling of the interface. Therefore, we need to find an expression of the momentum
exchange where this is not required.

To gain insight into the structure of the momentum exchange term let us consider the case of a sphere pulled through a
viscous fluid. Stokes’ law says that the drag force F applied to a very small spherical particle of radius r follows the linear
relationship
F ¼ 6plrv ð18Þ
where l is the viscosity and v the velocity of the sphere. A linear relationship is commonly adopted to express the momen-
tum exchange term, as, e.g. in De la Cruz et al. [5], who derived the term by expanding the surface integral (Eq. (16)) in pow-
ers and keeping only the lowest order terms. The resulting relationship can be written as:
msf ¼ �mfs ¼ K 0dragðus � uf Þ ð19Þ
An expression for K 0drag can be derived by considering a fluid moving past a cloud of particles, which was done in Soo [25].
This leads to
K 0drag ¼
75
2

Cs

ð1� CsÞ2
lf

a2 ¼ Kdrag
Cs

ð1� CsÞ2
lf ð20Þ
where a is the radius of a particle. Kdrag ¼ 75
2a2 has the unit of ½m�2�. Its value has to be determined based on an estimation of

the particle diameter a. Even if this model is valid only approximately and for an idealized granular phase it can serve as an
indication for selecting appropriate values of Kdrag . For mudflows it gives values of Kdrag in the range between 1 for very
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coarse-grained mixtures and 105 for slurry flows with a large fines content. In problems where the volume fractions vary
only slightly and the distribution is smooth K 0drag can be assumed to be constant.

3.6. Summary of the initial/boundary value problem

The boundary value problem consists in solving the following equations for velocities and pressure, given the boundary
conditions gs;gf ;hs;hf and the initial conditions us;0 and uf ;0:
2 The
supersc

3 H1ð
dimens
Csqs
Dus

Dt
¼ r � ½CsðsðusÞ þ pIÞ� þ Csqsf þmsf on X� ½0; T� ð21Þ

Cf qf
Duf

Dt
¼ r � ½Cf ðsðuf Þ þ pIÞ� þ Cf qf f þmfs on X� ½0; T� ð22Þ

0 ¼ r � ðCsusÞ þ r � ðCf uf Þ on X� ½0; T� ð23Þ
us ¼ gs on Cgs

� ½0; T� ð24Þ
uf ¼ gf on Cgf

� ½0; T� ð25Þ
hrsi � n ¼ hs on Chs � ½0; T� ð26Þ
hrf i � n ¼ hf on Chf

� ½0; T� ð27Þ

usðt ¼ 0Þ ¼ us;0 on X ð28Þ
uf ðt ¼ 0Þ ¼ uf ;0 on X ð29Þ
Cgp
denotes the part of the boundary on which we impose the displacement gp, while Chp denotes the Neumann part, where

we impose surface tractions hp.
4. Weak form

The global weak form is established as follows: Let Ss
i ¼ fus

i 2 H1ðXÞ j us
i ¼ gs

i on Cgs
i
g and Sf

i ¼ fu
f
i 2 H1ðXÞjuf

i ¼
gf

i on Cgf
i
g be spaces of solid and fluid trial functions, Vs

i ¼ fws
i 2 H1ðXÞjws

i ¼ 0 on Cgs
i
g and Vf

i ¼ fw
f
i 2 H1ðXÞjwf

i ¼ 0
on Cgf

i
g spaces of solid and fluid test functions and P ¼ fp 2 L2ðXÞg a space of both trial and test functions.2,3 Then the weak

form associated with Eqs. (21)–(29) consists in finding us
i 2 Ss

i ;u
f
i 2Sf

i and p 2 P, such that for all ws
i 2Vs

i ;w
f
i 2Vf

i and q 2 P.
Combining all components of us and uf into a vector u the following equation holds, see Appendix B for details:
Z

X
wT ½Cq� _udX�

Z
X

wT ½$C�1D�ðuÞdX�
Z

X
wT ½$C�2 pdXþ

Z
X
½r �wC�pdXþ

Z
X
�ðwÞT ½C�1D�ðuÞdX

þ
Z

X
wT KdragudXþ

Z
X

q½Cr � u�dXþ
Z

X
q½rC�T2udXþ

Xnele

e¼1

se

Z
Xe
rqTrpdX

¼
Z

Ch

wT tdCþ
Z

X
wT ½Cq�f dX�

Xnele

e¼1

se

Z
Xe
rqT f dX ð30Þ
Remark 2. The present two-phase formulation of a mixture of two incompressible viscous fluids requires stabilization in
order to prevent spurious oscillations in the pressure field. This is due to the choice of equal order interpolation functions,
analogously to the single-phase formulation presented in [22]. The stabilization terms in Eq. (30) can be identified by the
summation over all elements. The stabilization parameter se of element e is given by
se ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�q
Dt

� �2
þ 4�l

h2
e

� �2
r ð31Þ
�l ¼ Csls þ Cf lf is the averaged viscosity, �q ¼ Csqs þ Cf qf the averaged density, Dt the time step length and he a character-
istic element length.

Remark 3. In order for the stabilization to be consistent the entire momentum conservation equation has to be included and
multiplied by the weighting function rq [11]. In practice, however, non-satisfaction of consistency has very little effect on
convergence of the solution. We therefore include only the pressure gradient term in our formulation.
letters s and f identify the phases. In general they are used as subscripts, except when there is already an index. In that case they are written as
ripts (Example: The velocity of the solid phase us ¼ ½us

x us
y�

T .
XÞ is the space of functions u for which the inner product ðu;uÞ1 ¼

R
Xðu2 þ ðu;iÞ2ÞdX is finite and the norm kuk1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
ðu;uÞ

p
exists (i denotes the spatial

ions. i ¼ 1;2 for 2D). L2ðXÞ is the space of functions u for which the inner product ðu;uÞ ¼
R
X u2 dX is finite and the norm kukL2

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ðu;uÞ

p
exists.
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5. Discretization

Discretization uses finite elements in space and finite differences in time. We choose finite elements over other methods,
e.g. finite volume methods, for their convenience of computing stresses. This will become important if more complex con-
stitutive models, that take into account grain-to-grain contact in the solid phase, are used.

We use an updated Lagrangian technique for following particles by updating their coordinates at each time step. This
technique emerges naturally from the arbitrary Lagrangian–Eulerian approach in [12]. An updated Lagrangian formula-
tion coupled with a meshless interpolation based on a modified Delaunay tesselation and the a-shape algorithm for free
surface tracking is called the particle finite element method in [15]. Direct use of Eqs. (21) and (22), in which inertia
terms are particle related (Lagrangian) and stresses space related (Eulerian), gives rise to the following algorithm in
which particle motions (accelerations and velocities) are computed first and stresses from the gradient of the spatial
velocity field are computed consecutively. After each iteration a new mesh is constructed, according to the procedure
outlined in the following section, and the nodal variables (velocities, pressure and volume fractions) are mapped onto
this new mesh.
6. Time integration scheme

The position xnþ1 ¼ xn þ Ddnþ1 is the (unknown) position at the end of step nþ 1 at t ¼ tnþ1 and Ddnþ1 the displacement
increment within the time step.

In the updated Lagrangian formulation Dv=Dt corresponds to the particle acceleration and v to the particle velocity.
Replacing v and Dv=Dt by their approximations in terms of element shape functions and nodal unknowns leads to:
vh ¼
X

NIvI ð32Þ

ah ¼
X

NI
DvI

Dt
¼
X

NIaI ð33Þ
Remark 4. vI and aI are vectors of nodal velocities and accelerations. The nodal vectors include two vectors, one for each
phase, and the nodal pressures:
vI ¼ ½v s
x;I v s

y;I v f
x;I v f

y;I pI �
T ð34Þ

aI ¼ Dvs
x;I

Dt

Dvs
y;I

Dt

Dv f
x;I

Dt

Dv f
y;I

Dt 0
h iT

ð35Þ
Invoking arbitrariness of the test functions w and q allows us to write a global matrix equation, at time tnþ1, of the form:
Mðxnþ1;Cnþ1Þanþ1 þ Kðxnþ1; Cnþ1Þvnþ1 ¼ Fext
nþ1 ð36Þ
Remark 5. The volume fractions Cs and Cf are computed after each iteration. During the iteration they are assumed to be
constant.

The left-hand side can be grouped into a non-linear term N. The time stepping iterative scheme is then developed along
the lines of Hughes et al. [13]. The generalized trapezoidal algorithm can be stated as:
Nðanþ1;vnþ1;xnþ1;Cnþ1Þ ¼ Fext
nþ1 ð37Þ
with
anþ1 ¼
1

Dtc
ðvnþ1 � ~vnþ1Þ ð38Þ

Ddnþ1 ¼ D~dnþ1 þ Dt2banþ1 ð39Þ
and the predictors given by
~vnþ1 ¼ vn þ Dtð1� cÞan ð40Þ

D~dnþ1 ¼ Dtvn þ
Dt2

2
ð1� 2bÞan ð41Þ
Now we write the system of equations in terms of increments of velocities. Linearization of N at iteration i yields
@Nðai
nþ1;v

i
nþ1;x

i
nþ1;C

i
nþ1Þ

@vi
nþ1

Dv ¼ Fext
nþ1 � Nðai

nþ1;v
i
nþ1;x

i
nþ1;C

i
nþ1Þ ð42Þ
with
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@Nðai
nþ1;v

i
nþ1;x

i
nþ1;C

i
nþ1Þ

@vi
nþ1

¼
@ðMðxi

nþ1; C
i
nþ1Þai

nþ1Þ
@vi

nþ1

þ
@ðKðxi

nþ1; C
i
nþ1Þvi

nþ1Þ
@vi

nþ1

ð43Þ
In this work we assume that the two matrices M and K do not change within an iteration. With this assumption the tangent
matrix in Eq. (43) is approximated by
@Nðai
nþ1;vi

nþ1;x
i
nþ1;C

i
nþ1Þ

@vi
nþ1

� Mðxi
nþ1;C

i
nþ1Þ

1
Dtc
þ Kðxi

nþ1; C
i
nþ1Þ ð44Þ
The algorithm is summarized in Table 1.
6.1. Mesh update

Table 2 summarizes the algorithm of mesh update. The particularity in comparison with a single-phase formulation re-
sides in the fact that the Lagrangian update produces two new, distinct nodes. This is addressed in Section 6.2. Re-meshing is
required not only to preserve a good quality mesh, but also in order to maintain the number of nodes approximately con-
stant. Phase velocities are mapped from the deformed mesh of the corresponding phase onto the new mesh. The pressure is
mapped from the union of all updated nodes of the two phases onto the new mesh.
6.2. Lagrangian update

The Lagrangian update is performed for the predictor step, applying the displacement increment D~dnþ1, and for the cor-
rector step, using Ddiþ1

nþ1. The update procedure for a general update using an increment Dd, updating a coordinate x0 to x1, is
given next:
lized trapezoidal algorithm for two-phase formulation.

t tnþ1 do:

Initialize the iteration counter : i ¼ 0
Predictor phase : ~vnþ1 ¼ vn þ Dtð1� cÞan

D~dnþ1 ¼ Dtvn þ
Dt2

2
ð1� 2bÞan

Interior nodes : ~xnþ1 ¼ xn þ D~dnþ1

Boundary nodes : ~xmix
nþ1 ¼ xmix

n þ ðCsD~dnþ1
s þ Cf D~dnþ1

f Þ
xi¼0

nþ1 ¼ ~xnþ1

vi¼0
nþ1 ¼ ~vnþ1

ai¼0
nþ1 ¼ 0

Mesh update
Compute volume fractions Csðxiþ1

nþ1Þ and Cf ðxiþ1
nþ1Þ (Section 7)

ompute the residual force, the tangent stiffness matrix and solve the linear system of equations:

DF ¼ Fext
nþ1 � Nðai

nþ1;v
i
nþ1;x

i
nþ1; C

i
nþ1Þ

K� ¼ 1
Dtc

Mðxi
nþ1; C

i
nþ1Þ þ Kðxi

nþ1; C
i
nþ1Þ

K�Dv ¼ DF

orrector phase:

viþ1
nþ1 ¼ vi

nþ1 þ Dv

aiþ1
nþ1 ¼

1
Dtc
ðviþ1

nþ1 � ~vnþ1Þ

Interior nodes : xiþ1
nþ1 ¼ xi

nþ1 þ Ddiþ1
nþ1

Boundary nodes : xmix;iþ1
nþ1 ¼ xmix;i

nþ1 þ ðCsDds;iþ1
nþ1 þ Cf Ddf ;iþ1

nþ1 Þ

¼ xmix;i
nþ1 þ

Dtb
c
ðCsDus þ Cf Duf Þ

Mesh update
Compute volume fractions Csðxiþ1

nþ1Þ and Cf ðxiþ1
nþ1Þ (Section 7)

est if computation has converged: If jDFj < C 2 R, go to 1. (step n ¼ nþ 1). Else go to 2. (iteration i ¼ iþ 1)



Fig. 1.
s and f

Table 2
Mesh update algorithm for two-phase formulation.

1. Find the boundary of the fluid, using the a-shape method (see Edelsbrunner et al. [7] for a description of the method and CGAL [1] for an
implementation into a computational geometry library)

2. Re-mesh inside the boundary
3. Re-map the nodal variables on the new mesh
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x1
s ¼ x0 þ Dds ð45Þ

x1
f ¼ x0 þ Ddf ð46Þ
x0 is the previous spatial coordinate of the node, which is identical for both phases, and x1
s and x1

f are the new spatial coor-
dinates of the solid and the fluid material points.

For nodes that are part of the boundary before the Lagrangian update a slightly different update strategy is adopted. A
unique displacement increment for both phases, given by the displacement increment of the mixture Ddmix, is applied to
the material points of the solid and the fluid phase in order to update the boundary (Eqs. (47) and (48), Fig. 1(a)).
Ddmix ¼ CsDds þ Cf Ddf ð47Þ
x1

s ¼ x1
f ¼ x0 þ Ddmix ð48Þ
Remark 6. Different approaches have been examined that relax the hypothesis of presence of both phases for the benefit of
applying the real displacements of the phases, according to Fig. 1(b). This brings up several problems. The updated
configuration is not consistent with the assumption that the volume fractions remain approximately constant during an
iteration. Since the velocities at the boundary are obtained by assuming volume fractions between 0 and 1, the single-phase
domain after the update should only contain that same volume fraction of the single-phase material. The complement would
have to be void in order to conserve mass.

Remark 7. Using the displacement increment of the mixture for the update of the boundary satisfies Eq. (6) and therefore
conserves the volume of the mixture
r � umix ¼ r � ðCsus þ Cf uf Þ ¼ r � ðCsusÞ þ r � ðCf uf Þ ¼ 0 ð49Þ
Remark 8. Dirichlet boundary conditions on velocities are imposed on nodes that are in contact with a solid boundary.
Nodes that are newly brought into contact with a solid boundary are identified as their trajectories penetrate the solid
boundary. Such nodes are projected back perpendicularly onto the solid boundary line.
7. Computation of volume fractions

Computation of volume fractions is done at the beginning of each time step and after each iteration, according to the com-
puted velocity fields. The problem can be stated as follows: Given the set of nodes before the update and the nodal sets of the
fluid and the solid phases after the update, volume fractions are to be computed on the new, re-zoned nodal set. While Eq. (6)
ensures conservation of the global volume the algorithm for computing volume fractions is responsible for conserving the
mass of each phase (or volume in the case of incompressible media). Furthermore the method should yield smooth volume
fraction fields. Different approaches were evaluated in Preisig [22].

Among the methods that we have tried out the one that best respects the above requirements is presented hereafter.
Lagrangian update of nodes on the boundary: (a) Modified update using displacement increment of mixture Ddmix , (b) Separate update of each phase
using displacement increments of phases Dds and Ddf .
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De-coupling of the computation of volume fractions from the computation of velocities and pressure is justified by the
assumption that variations of volume fractions during an iteration are small. This is true if the time step size is reasonably
small. The volume fractions can therefore be updated a posteriori according to the positions of the nodes while being kept
constant during the computation of the primary unknowns. The idea is that the Lagrangian update of the nodes creates a new
distribution of phases, where all the information necessary to compute volume fractions is available at the updated nodes.
Computation of volume fractions basically consists in evaluating the local density (of volume) of each phase.

A0;p
I denotes the approximation of the local volume fraction of phase p, weighted by the associated volume, at node I be-

fore (initial configuration) and A1;p
I after the Lagrangian update (deformed configuration). The local densities A0;p

I and A1;p
I are

evaluated using a linear hat-function of radius R, centered at node I:
A0;p
I ¼

XN0

J

1�
d0

IJ

R

 !
C0;p

J V0
J ð50Þ

A1;p
I ¼

XN1
p

J

1�
d1;p

IJ

R

 !
C0;p

J V0
J ð51Þ
where C0;p
J is the volume fraction of phase p at node J before the update and V0

J is the volume attributed to node J, also before
the update. The product C0;p

J V0
J represents the volume of phase p, carried by node J, that is projected from the initial to the

updated position. d0
IJ and d1;p

IJ are the distances between nodes I and J in the undeformed and in the deformed configuration of
phase p. The summation is performed over all nodes within a radius R around node I, including node I itself. The method is
illustrated in Fig. 2.

The approximated local densities are either transported to or computed on the nodes of the deformed old mesh of the
corresponding phase. C0;s

I ;A0;s
I and A1;s

I have to be interpolated from the deformed solid mesh onto the re-zoned nodes of
the new mesh. The same has to be done with C0;f

I ;A0;f
I and A1;f

I on the deformed fluid mesh. In each node I of the new mesh
the volume fractions are then computed according to
C1;s
I ¼ C0;s

I þ
A1;s

I

A1;s
I þ A1;f

I

� A0;s
I

A0;s
I þ A0;f

I

ð52Þ

C1;f
I ¼ C0;f

I þ
A1;f

I

A1;s
I þ A1;f

I

� A0;f
I

A0;s
I þ A0;f

I

ð53Þ
In the last step, the volume fractions are corrected in order to conserve the volumes occupied by each phase, and to enforce
Cs þ Cf ¼ 1. The volumes are corrected by multiplying the volume fractions by the following correction factor, which is de-
fined for the entire domain:
Kp ¼mass of phase p after deformation
initialðexactÞmass

ð54Þ
The corrected volume fractions are obtained from:
Fig. 2. Illustration of the method for computing volume fractions on the deformed configurations of both phases.



Table 3
Algorith

1. F

2. F
3. C
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Cs
I ¼

C1;s
I Ks

C1;s
I Ks þ C1;f

I Kf
ð55Þ

Cf
I ¼ 1� Cs

I ð56Þ
The method is summarized on Table 3.

Remark 9. The radius R in Eqs. (50) and (51) is a parameter that has to be chosen by the user. It has to be small in order to
limit numerical diffusion of sharp gradients, but it cannot be too small in order to still produce smooth results. Appropriate
values are in the range between 0.6h and 0.8h, where h is the average spacing between nodes. Tests showed that in this range
varying the radius R has very little influence on the resulting volume fraction fields.
7.1. Analysis of the performance of the method for computing volume fractions

The method presented above computes volume fractions based on a neighborhood of nodes. In order to examine the
influence of the mesh and the length of the time step, thus the displacement, on the resulting volume fraction field, we im-
pose a predefined motion to the nodes of the mesh. In this way we eliminate the physics of two-phase flows from the meth-
od and this allows us to focus on the algorithm of computing volume fractions. We perform two tests on the unit squares
shown in Fig. 3. In both tests the motion imposed to the nodes of the mesh corresponds to a vortex. The nodes rotate around
the origin with an angular velocity of xðrÞ, given by
xðr; tÞ ¼ gð0:5� rÞ2 8 r < 0:5
0 8 r P 0:5

(
ð57Þ

where
g ¼ 1 8 t 6 20
g ¼ �1 8 t > 20
Fig. 3. Analysis of the method for computing volume fractions. Illustration of the performed tests.

m for computing volume fractions.

or each node I of the old mesh, do: For each phase p ¼ s; f , do:

1.1 For each node J within a distance R, evaluate distance d0
IJ to node I in the undeformed configuration and compute A0;p

I ¼
P

J 1� d0
IJ

R

� �
C0;p

J V0
J

1.2 For each node J within a distance R, evaluate distance d1;p
IJ to node I in the deformed configuration and compute A1;p

I ¼
P

J 1� d1;p
IJ

R

� �
C0;p

J V0
J

1.3 Interpolate C0;p
I ;A0;p

I and A1;p
I onto the new re-zoned mesh

or each node I of the new mesh, compute new volume fractions (Eqs. (52) and (53))
orrect volume fractions (Eqs. (55) and (56))
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where r is the distance from the origin. The new coordinates ðx0; y0Þ of a node with initial coordinates ðx; yÞ can be computed
as
Fig. 4.
line of C
this art
x0

y0

� �
¼

cosðxtÞ � sinðxtÞ
sinðxtÞ cosðxtÞ

� 	
x

y

� �
ð58Þ
In this test we use a fixed structured mesh on which the volume fractions are interpolated after each increment of motion.
In other words, the re-zoned mesh is always identical with the initial undeformed mesh. The two phases occupy each one
half of the domain and are separated by a vertical line.

The vortex motion is imposed in 20 steps of length Dt ¼ 1, then the motion is reversed for another 20 steps. The final
positions of all material points are identical with the initial positions. The goal is to see how well the straight vertical line
separating the two phases is preserved during the motion and at the end of the computation. The initial volume fractions
are C1 ¼ 0:99 and C2 ¼ 0:01 on the right half and C1 ¼ 0:01 and C2 ¼ 0:99 on the left half. Computations are performed
on four meshes consisting of 221, 613, 1301 and 3281 nodes. Fig. 4 shows the volume fractions after 20 steps and after
40 steps. The results show that the accuracy with which the separation between the two regions is captured increases as
the mesh is refined. The volume-fraction gradient becomes steeper near the separation while at the same time the contour
line C1 ¼ C2 ¼ 0:5 gets closer to the exact separation line.
8. Implementation

The numerical model is implemented into FEM_object, an object-oriented finite element program in C++ [8]. A description
of the structure of the basic code can be found in Commend et al. [4]. For the geometric tasks, most importantly the Delaunay
triangulation, the a-shape method and point-in-triangle searches required for interpolating variables from one mesh to an-
other, the Computational Geometry Algorithms Library (CGAL) [1] was used.
9. Numerical applications

9.1. Sedimentation

Sedimentation of a phase of solid particles in a viscous fluid is a problem of great interest for many industrial processes. In
the context of debris flows it is an important test for the interaction behavior between the two phases. This test verifies that
the drag force term acts as intended. We compare our results with the analytical solution given by Soo [25]. His formulation
is slightly different from ours, therefore some adjustments need to be made. In his solution, Soo neglects diffusion. Further-
more, he assumes the density of the fluid phase to be negligible in comparison with the density of the solid phase. Re-writing
Soo’s formulation of conservation of momentum of the solid and the fluid phase in vertical direction, using our notation and
pressure sign convention, and re-arranging terms, yields:
Csqs
Dus

Dt
¼ Cs

@p
@z
� Csqs g þ CsqsFðuf � usÞ ð59Þ

0 ¼ Cf
@p
@z
� CsqsFðuf � usÞ ð60Þ
Distribution of volume fractions for imposed vortex motion. The thick green line indicates the exact solution, the thin blue line indicates the contour
1 ¼ C2 ¼ 0:5 of the numerical result. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of

icle.)
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The coefficient F=ð1� CsÞ2 ¼ F 0 ¼ 10 is assumed to be constant. Setting qf ¼ 0;ls ¼ lf ¼ 0, using the same one-dimensional
form, Eqs. (21) and (22) become
Fig. 5.
thick li

Fig. 6.
the prC
B: Cs ¼
Csqs
Dus

Dt
¼ @Csp

@z
� Csqsg þmsf

z ð61Þ

0 ¼ @Cf p
@z
�msf

z ð62Þ
Remark 10. For numerical reasons, the viscosity of the fluid phase is set to lf ¼ 0:01, which adds an additional viscous term
to Eq. (62). Numerical experiments showed that the effect of this term is limited to reducing numerical oscillations.
If we define the drag force coefficient in Eq. (19) as K 0drag ¼ qsCsð1� CsÞ2F 0, the equations used by Soo are almost identical
with Eqs. (61) and (62). The only remaining difference is the volume-fraction-gradient term prCs, which is absent in the
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model by Soo. This term results from applying mixture theory and acts as a force against the separation of the phases. In
order to verify the implementation we perform the computation with and without the volume-fraction gradient.

The analysis is performed on a rectangular container of height h ¼ 1 and width d ¼ 0:15. The geometry as well as a zoom
on the structure of the mesh are given in Figs. 5 and 6. At time t ¼ 0 the volume is filled with a homogeneous mixture with a
solid volume fraction of Cs ¼ 0:2 and intrinsic solid phase density qs ¼ 10. The maximum volume fraction is limited to
Cmax

s ¼ 0:5, which represents the void ratio of a granular material after sedimentation is completed. In order to stop the sed-
imentation process when Cmax

s is reached we increase the viscosities linearly from 0 to 106 as the solid volume fraction in-
creases from 0.48 to 0.5. The vertical gravitational acceleration is g ¼ 10.

Remark 11. Increasing the viscosities when Cmax
s is reached can be considered a simple form of a non-Newtonian

constitutive model. In this case the constitutive relations (Eqs. (12) and (13)) are modified as
F

sðusÞ ¼ 2lsðCsÞ �ðusÞ �
1
3
ðr � usÞI

� �

sðuf Þ ¼ 2lf ðCsÞ �ðuf Þ �
1
3
ðr � uf ÞI

� �
where lsðCsÞ and lf ðCsÞ are volume fraction dependent viscosities.

The minimum solid volume fraction is limited to Cmin
s ¼ 0:01.

In Fig. 5 we show a comparison of the analytical results by Soo with our results. The contour plot shows the solid volume
fraction along the vertical axis, versus time. The results match very well. The time for complete separation of phases is repro-
duced almost exactly. In the numerical results the separation between the zones A, B and C, where the analytical solution
assumes constant volume fractions, is more diffuse due to physical diffusion, but also due to some numerical diffusion. Still
three areas of almost constant volume fraction can clearly been identified.
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ig. 7. Vertical profiles of solid volume fraction at t ¼ 0:7 and t ¼ 1. Formulation without volume-fraction-gradient term (Soo’s formulation).
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For comparison we also show the result using the original formulation (Eqs. (61) and (62)), including the prCs-term
(Fig. 6). The main difference between the two results is in the separation between zones A and C, where the formulation
omitting the prCs-term has a much sharper interface. We also note that including the prCs-term can cause oscillations
in the volume fraction field.

In order to show that the separation between the two phases becomes sharper as the mesh is refined we plot the vertical
profile of solid volume fractions in Fig. 7. We use six different meshes with 17 nodes in the coarsest mesh and 859 in the
finest. The spacing of nodes in the vertical direction was 0.2, 0.1, 0.0667, 0.05, 0.0294 and 0.02 for the finest mesh. The time
steps were also adapted to the mesh size in such a way that the maximum differential displacement per time step, divided by
the vertical mesh spacing, jus � uf jDt=Dh, does not exceed a value of 0.9. From the coarsest to the finest mesh, Dt was chosen
to be 0.08, 0.04, 0.025, 0.02, 0.0125 and 0.008. The profile is given at t ¼ 0:7 and t ¼ 2. Fig. 7 shows that on sufficiently fine
meshes very steep gradients can be reproduced. The corresponding result in Fig. 8, this time including the prCs-term shows
a very similar behavior. The presence of strong gradients of volume fraction in this formulation can, however, lead to insta-
bilities, as can be seen in the plot for t ¼ 2. This gradient term appears from the definition of the pressure in each phase (Eqs.
(10) and (11)). It is sometimes neglected (see Hutter [14] for a discussion).
9.2. Mudflow impacting an obstacle

The simulation of the downhill propagation of a two-phase mixture and its impact on an obstacle is analyzed next. The
obstacle, representing a protection dam, is modeled as a solid block that is placed at the bottom of a slope. The geometry,
together with the mesh at time t ¼ 0 is given in Fig. 9. The flow is initiated by the sudden release of a homogeneous
two-phase mixture under the gravitational acceleration f ¼ ½0 � 10�T . Material parameters together with details of the dis-
cretization are given on Table 4. For comparison the same problem is simulated with a single-phase fluid, using the average
material properties of the two-phase mixture.

The shape of the two-phase fluid during the event is shown in Fig. 10. Colors indicate solid volume fractions. The solid
phase initially accumulates at the base, while the fluid phase stays on the surface and accumulates at the front of the flow.
After the flow tip reaches the obstacle the solid phase quickly catches up with the faster flowing fluid phase, filling the space
behind the barrier. The tip of the mixture shooting over the barrier is essentially fluid, due to lower viscosity and density. At
the end of the simulation, that is after 1000 time steps, the total volume of the mixture has increased by 2.3%. About half of
this error results from the relatively simple contact algorithm used in the model. We consider this error acceptable.

From the simulation the resultant force acting on an obstacle that obstructs the flow path is extracted. In Fig. 11 the resul-
tant force of the single-phase and the two-phase model are compared in a global view (top) as well as in a zoom on the time
Fig. 9. Geometry and initial mesh used in the simulation of a mudflow impacting on an obstacle.

Table 4
Parameters of the simulation of a mudflow impacting on an obstacle.

Model qs qf ls lf Kdrag Cinit
s

Dt # of nodes

Two-phase 1000 500 100 2 100000 0.5 0.002 �1550
Single-phase q ¼ 750 l ¼ 51 – – 0.002 �1550



Fig. 10. Solid volume fractions on a mudflow impacting on obstacle.
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Fig. 11. Smoothed resultant force acting on obstacle. Above: global view; below: zoom on the impact.
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when the impact occurs (bottom). The result of a computation using a finer mesh is also presented. The force is computed by
integrating the pressure along the front side of the obstacle. Right after the impact the force attains its peak, before it slowly
decays to the hydrostatic level. The peak force immediately after the impact is about the same in both cases. Then, the force
decays faster in the single-phase case. This is due to the solid phase accumulating behind the obstacle in the two-phase sim-
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ulation. The difference between the coarse and the fine mesh is very small, the predicted maximum force acting on the obsta-
cle is almost identical.
10. Conclusions

In this paper we develop a method for modeling free-surface flow of a two-phase material. The two-phase material is
modeled as a continuous mixture, where the presence of the individual phases is tracked by volume fractions. The method
uses an updated Lagrangian approach to convect the masses of the two phases. A remeshing strategy ensures the regularity
of the mesh. The approach consisting in the computation of two sets of phase velocities on the same mesh, a Lagrangian up-
date resulting in two convected meshes, a remesh and remap step as well as the method for computing volume fractions are
the core for a general algorithmic framework for the modeling of two-phase flows.

The very simple constitutive model consisting of a mixture of two viscous fluids is validated on a test simulating sedimen-
tation of a denser phase within a less dense phase. The results very closely match an analytical solution. As an application to
mudflow simulation the impact of a two-phase mixture on an obstacle is shown and forces acting on the obstacle are ex-
tracted. The numerical results clearly show the potential of the approach for a wide range of geophysical and industrial
processes.

In order to extend the range of applications of the method, further work on a more sophisticated constitutive model is
required. The inclusion of a solid, intergranular pressure will allow the simulation of initiation of the flow, erosion along
the propagation path as well as deposition at the base of the slope. The algorithmic framework permits the inclusion of
any constitutive model without major changes.

We see a lot of potential in including mesh adaptivity to the method. Increasing the density of nodes in areas of high vol-
ume fraction gradients will make it possible to limit numerical diffusion and greatly increase the accuracy of the method.

Finally, extending the method to three spatial dimensions is a crucial element towards making the method available for
specific engineering applications. All components of the presented method are extensible to three dimensions. The library
used for all meshing tasks, CGAL [1], supports triangulation as well as boundary detection using a-shapes in three dimensions.
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Appendix A. Volume averaging of governing equations of two-phase flow

The following derivation shows exactly what assumptions are made if we go from a model with discrete interfaces be-
tween the phases to a smeared model where in each point both phases are present. In the process we assume two distinct
phases with well defined interfaces to be blended in a mixture in such a way that the phase interfaces are scattered evenly
through the domain. We follow the procedure of volume averaging as it is laid out in the book by Soo [25].

The operation of volume averaging is indicated by triangular brackets h�i. Volume averaging can be applied to any scalar,
vector or tensor quantity /p belonging to phase p:
h/pi ¼
1
V

Z
Vp

/p dV ¼ Cph/pi
i ð63Þ
Vp is the volume in V that is occupied by phase p, Cp the volume fraction of phase p and V denotes the control volume. The
intrinsic average h/pi

i is:
h/pi
i ¼ 1

Vp

Z
Vp

/p dV ð64Þ
Volume averages of derivatives of a quantity /p are given by the general transport theorem (Gray [10]). The following deriv-
atives of /p are used:
h
@/p

@t
i ¼

@h/pi
@t
� 1

V

Z
C

/puC � np dS ð65Þ

hr/pi ¼ rh/pi þ
1
V

Z
C

/pnp dS ð66Þ

hr � /pi ¼ r � h/pi þ
1
V

Z
C

/p � np dS ð67Þ
C is the interface between phases. uC is the velocity of the interface and np defines the unit normal vector pointing outward
from phase p.



2756 M. Preisig, T. Zimmermann / Journal of Computational Physics 229 (2010) 2740–2758
Averages of products are expressed as the product of an averaged value with the intrinsic average of the other value:
h/pwpi ¼ h/pihwpi
i ð68Þ
The volume fraction of phase p can be written as a limit, as the control volume V tends to zero:
Cp ¼ lim
V!0

1
V

Z
Vp	V

1dV ð69Þ
With these relations we can establish the governing equations of two-phase flow.

A.1. Conservation of mass

Volume averaging of the equation of conservation of the mass of phase p and application of the rule for averages of prod-
ucts leads to:
@qp

@t


 �
þ hr � ðqpupÞi ¼ 0

@hqpi
@t
þr � ðhqpi

ihupiÞ ¼ �
1
V

Z
C
qpðup � uCÞ � npdS ð70Þ
The integral on the right-hand side represents the rate of mass generation per unit volume of phase p. Since in our model no
mass exchange occurs between the two phases, this integral is equal to zero. If we let the control volume V tend to zero as in
Eq. (69) we obtain
@Cpqp

@t
þr � ðCpqpupÞ ¼ 0 ð71Þ
or, in a reference frame attached to the material
DCpqp

Dt
þ Cpqpr � up ¼ 0 ð72Þ
A.2. Conservation of momentum

Volume averaging of the equation of single-phase conservation of momentum over phase p yields, after using mass
conservation:
qp
Dup

Dt


 �
¼ hr � rpi þ hqpfi ð73Þ
Expanding the inertial term as a product of averages
qp
Dup

Dt


 �
¼ hqpi

i Dup

Dt


 �
ð74Þ
In order to use Eq. (65) we need to expand the total derivative
Dup

Dt


 �
¼ @up

@t


 �
þ hupðr � upÞi

¼ @hupi
@t
� 1

V

Z
C

upðuC � npÞdS ð75Þ

þ hupiihr � upi ð76Þ

¼ @hupii

@t
� 1

V

Z
C

upðuC � npÞdS

þ hupii r � hupi þ
1
V

Z
C

up � npdS
� �

ð77Þ
Since hupii is the convective velocity of phase p, the total derivative of hupii can be identified from Eq. (77) as:
Dup

Dt


 �
¼ Dhupi

Dt
� 1

V

Z
C

upðuC � npÞdSþ hupii
1
V

Z
C

up � np dS ð78Þ
As we let the control volume V, and with it the volume Vp 	 V , tend to zero the intrinsic average phase velocity hupii is equal
to up and the average phase velocity hupi can be written in terms of volume fractions. The surface integrals can then be
combined:



M. Preisig, T. Zimmermann / Journal of Computational Physics 229 (2010) 2740–2758 2757
Dup

Dt


 �
¼ DCpup

Dt
� 1

V

Z
C

upððuC � upÞ � npÞdS ð79Þ
As for the conservation of mass, the integral on the right-hand side reduces to zero because no mass is exchanged between
phases.

The volume average of the stress divergence is given by the following expression (see Eq. (67)):
hr � rpi ¼ r � hrpi þ
1
V

Z
C
rp � np dS ð80Þ
Finally, if we use Eq. (72) on the inertial term, the conservation of momentum of phase p can be written as:
Cpqp
Dup

Dt
¼ r � hrpi þ Cpqpf þ 1

V

Z
C
rp � np dS ð81Þ
The surface integral represents the exchange of momentum between the two phases.

Appendix B. Element matrices and arrays
vh ¼ NIvI

�ðvhÞ ¼ BIvI

½r �whC� ¼ ðBIwIÞT ½C�2
½Cr � vh� ¼ ½C�2ðBIvIÞ
qh ¼ NIqI

rqh ¼ rNIqI

vI ¼ v s;I
x vs;I

y v f ;I
x v f ;I

y

h iT

NI ¼

NI 0 0 0
0 NI 0 0
0 0 NI 0
0 0 0 NI

2
6664

3
7775

BI ¼

NI;x 0 NI;y 0 0 0
0 NI;y NI;x 0 0 0
0 0 0 NI;x 0 NI;y

0 0 0 0 NI;y NI;x

2
6664

3
7775

T

rNI ¼ NI;x NI;y NI;x NI;y½ �T

D ¼

4=3ls �2=3ls 0 0 0 0
�2=3ls 4=3ls 0 0 0 0

0 0 ls 0 0 0
0 0 0 4=3lf �2=3lf 0
0 0 0 �2=3lf 4=3lf 0
0 0 0 0 0 lf

2
666666664

3
777777775

Kdrag ¼ Kdrag

1 0 �1 0
0 1 0 �1
�1 0 1 0
0 �1 0 1

2
6664

3
7775

½Cq� ¼

Csqs 0 0 0
0 Csqs 0 0
0 0 Cf qf 0
0 0 0 Cf qf

2
6664

3
7775

½$C�1 ¼

Cs;x 0 Cs;y 0 0 0
0 Cs;y Cs;x 0 0 0
0 0 0 Cf ;x 0 Cf ;y

0 0 0 0 Cf ;y Cf ;x

2
6664

3
7775

½$C�2 ¼ Cs;y Cs;x Cf ;y Cf ;x½ �T
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½C�1 ¼

Cs 0 0 0 0 0
0 Cs 0 0 0 0
0 0 Cs 0 0 0
0 0 0 Cf 0 0
0 0 0 0 Cf 0
0 0 0 0 0 Cf

2
666666664

3
777777775

½C�2 ¼ Cs Cs 0 Cf Cf 0½ �T
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